import numpy as np

import pandas as pd

import matplotlib.pyplot as plt

from keras.utils import np\_utils

from tensorflow.keras.datasets import mnist

from tensorflow.keras.models import Sequential

from tensorflow.keras.layers import Conv2D, Dense, Flatten

from tensorflow.keras.optimizers import Adam

from tensorflow.keras.models import load\_model

from PIL import Image, ImageOps

import numpy

(X\_train, y\_train), (X\_test, y\_test) = mnist.load\_data()

Downloading data from <https://storage.googleapis.com/tensorflow/tf-keras-datasets/mnist.npz>

11490434/11490434 [==============================] - 0s 0us/step

print(X\_train.shape)

print(X\_test.shape)

(60000, 28, 28)

(10000, 28, 28)

X\_train[0]

array([[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 3,

18, 18, 18, 126, 136, 175, 26, 166, 255, 247, 127, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 30, 36, 94, 154, 170,

253, 253, 253, 253, 253, 225, 172, 253, 242, 195, 64, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 49, 238, 253, 253, 253, 253,

253, 253, 253, 253, 251, 93, 82, 82, 56, 39, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 18, 219, 253, 253, 253, 253,

253, 198, 182, 247, 241, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 80, 156, 107, 253, 253,

205, 11, 0, 43, 154, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 14, 1, 154, 253,

90, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 139, 253,

190, 2, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 11, 190,

253, 70, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 35,

241, 225, 160, 108, 1, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

81, 240, 253, 253, 119, 25, 0, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 45, 186, 253, 253, 150, 27, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0, 16, 93, 252, 253, 187, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0, 0, 0, 249, 253, 249, 64, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 46, 130, 183, 253, 253, 207, 2, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 39,

148, 229, 253, 253, 253, 250, 182, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 24, 114, 221,

253, 253, 253, 253, 201, 78, 0, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 23, 66, 213, 253, 253,

253, 253, 198, 81, 2, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 18, 171, 219, 253, 253, 253, 253,

195, 80, 9, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 55, 172, 226, 253, 253, 253, 253, 244, 133,

11, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 136, 253, 253, 253, 212, 135, 132, 16, 0,

0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0],

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0]], dtype=uint8)

y\_train[0]

5

plt.imshow(X\_train[1])

![](data:image/png;base64,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)

X\_train = X\_train.reshape(60000, 28, 28, 1).astype('float32')

X\_test = X\_test.reshape(10000, 28, 28, 1).astype('float32')

number\_of\_classes = 10

Y\_train = np\_utils.to\_categorical(y\_train, number\_of\_classes)

Y\_test = np\_utils.to\_categorical(y\_test, number\_of\_classes)

Y\_train[0]

array([0., 0., 0., 0., 0., 1., 0., 0., 0., 0.], dtype=float32)

model = Sequential()

model.add(Conv2D(64, (3, 3), input\_shape=(28, 28, 1), activation="relu"))

model.add(Conv2D(32, (3, 3), activation="relu"))

model.add(Flatten())

model.add(Dense(number\_of\_classes, activation="softmax"))

model.compile(loss='categorical\_crossentropy', optimizer="Adam", metrics=["accuracy"])

model.fit(X\_train, Y\_train, batch\_size=32, epochs=5, validation\_data=(X\_test,Y\_test))

Epoch 1/5

1875/1875 [==============================] - 175s 93ms/step - loss: 0.2493 - accuracy: 0.9536 - val\_loss: 0.0964 - val\_accuracy: 0.9685

Epoch 2/5

1875/1875 [==============================] - 175s 93ms/step - loss: 0.0665 - accuracy: 0.9797 - val\_loss: 0.0905 - val\_accuracy: 0.9714

Epoch 3/5

1875/1875 [==============================] - 173s 92ms/step - loss: 0.0470 - accuracy: 0.9848 - val\_loss: 0.1015 - val\_accuracy: 0.9737

Epoch 4/5

1875/1875 [==============================] - 174s 93ms/step - loss: 0.0386 - accuracy: 0.9876 - val\_loss: 0.0875 - val\_accuracy: 0.9780

Epoch 5/5

1875/1875 [==============================] - 172s 92ms/step - loss: 0.0263 - accuracy: 0.9912 - val\_loss: 0.1246 - val\_accuracy: 0.9748

metrics = model.evaluate(X\_test, Y\_test, verbose=0)

print("Metrics (Test Loss & Test Accuracy): ")

print(metrics)

Metrics (Test Loss & Test Accuracy):

[0.1246321052312851, 0.9747999906539917]

prediction = model.predict(X\_test[:4])

print(prediction)

1/1 [==============================] - 0s 95ms/step

[[9.69764113e-12 5.35128160e-18 6.73075276e-11 8.16666557e-09

6.05515796e-16 1.61785570e-12 8.17041761e-17 1.00000000e+00

8.81304404e-12 4.62230726e-10]

[4.07073875e-10 7.69928477e-09 1.00000000e+00 9.22982697e-12

3.13884536e-17 1.78578504e-20 1.23509398e-08 2.08939884e-17

3.13647155e-12 7.12971540e-23]

[4.91924723e-09 9.99989867e-01 7.83750487e-09 2.34650103e-12

3.13111173e-06 4.78714313e-09 1.26857791e-09 9.65541119e-11

7.08947118e-06 4.01666284e-10]

[1.00000000e+00 7.29500773e-15 2.82593549e-11 1.63891306e-16

1.03110545e-16 8.73841117e-15 1.64485969e-09 6.97776676e-17

1.71514617e-13 2.39570310e-14]]

print(numpy.argmax(prediction, axis=1))

print(Y\_test[:4])

[7 2 1 0]

[[0. 0. 0. 0. 0. 0. 0. 1. 0. 0.]

[0. 0. 1. 0. 0. 0. 0. 0. 0. 0.]

[0. 1. 0. 0. 0. 0. 0. 0. 0. 0.]

[1. 0. 0. 0. 0. 0. 0. 0. 0. 0.]]

model.save("model.h5")

model=load\_model("model.h5")

from keras.datasets import mnist

from matplotlib import pyplot

(X\_train,y\_train),(X\_test,y\_test)=mnist.load\_data()

print('X\_train:' +str(X\_train.shape))

print('y\_train:' +str(y\_train.shape))

print('X\_test:' +str(X\_test.shape))

print('y\_test:' +str(y\_test.shape))

from matplotlib import pyplot

for i in range(9):

pyplot.subplot(330+1+i)

pyplot.imshow(X\_train[i],cmap=pyplot.get\_cmap('gray'))

pyplot.show()

X\_train:(60000, 28, 28)

y\_train:(60000,)

X\_test:(10000, 28, 28)

y\_test:(10000,)